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Abstract
Point-BasedNeural Rendering (PBNR) is emerging as a promis-
ing class of rendering techniques, which are permeating all
aspects of society, driven by a growing demand for real-time,
photorealistic rendering in AR/VR and digital twins. Achiev-
ing real-time PBNR on mobile devices is challenging.

This paper proposesMetaSapiens, a PBNR system that for
the first time delivers real-time neural rendering on mobile
devices while maintaining human visual quality. MetaSapi-
ens combines three techniques. First, we present an efficiency-
aware pruning technique to optimize rendering speed. Sec-
ond, we introduce a Foveated Rendering (FR) method for
PBNR, leveraging humans’ low visual acuity in peripheral
regions to relax rendering quality and improve rendering
speed. Finally, we propose an accelerator design for FR,
addressing the load imbalance issue in (FR-based) PBNR.
Our evaluation shows that our system achieves an order
of magnitude speedup over existing PBNR models without
sacrificing subjective visual quality, as confirmed by a user
study. The code and demo are available at: https://horizon-
lab.org/metasapiens/.

CCS Concepts: • Computer systems organization→ Ar-
chitectures; • Human-centered computing→ Ubiqui-
tous and mobile computing.

Keywords: Gaussian Splatting, Foveated Rendering, Hard-
ware Accelerator
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1 Introduction
Rendering technologies are infiltrating every facet of so-
ciety. For instance, rendering is critical to enabling digital
twins [31] in emerging areas such as smart cities, digital
healthcare, and telepresence. Reinvigorated interests in Aug-
mented/Virtual Reality (AR/VR) further heighten the demand
for real-time, photorealistic rendering.
Point-Based Neural Rendering (PBNR), i.e., the Gaussian

Splatting-family algorithms [17, 18, 22, 34, 40, 50], is emerg-
ing as a new class of rendering solutions, which revitalizes
the classic point-based rendering techniques [23, 42, 53, 79]
using modern neural rendering methods [46]. PBNR, like pre-
vious neural rendering algorithms such as Neural Radiance
Fields (NeRF), offers photorealistic rendering by learning
scene radiance from data, but is significantly faster by replac-
ing the compute-intensive Multilayer Perceptrons (MLPs) in
NeRF with lightweight point-based rasterization.
Nevertheless, PBNR is still far from real-time on mobile

devices, rendering generally below 10 Frames-Per-Second
(FPS) on the mobile Volta GPU [2]. This paper introduces
MetaSapiens, which, for the first time, delivers real-time
PBNR on mobile devices while maintaining human visual
quality. MetaSapiens combines three key ingredients.
Efficiency-Aware Pruning. Much of the recent efforts

on optimizing PBNR models focus on pruning [17, 18, 22, 40,
50], which, while reducing the model size, does not bring sig-
nificant speedups. This is because existing pruning methods
are single-minded in reducing the sheer number of points
while being agnostic to the actual computational cost. We
find that different points in a PBNR model contribute dif-
ferently to the overall computation. Instead, we propose an
efficiency-aware pruning method that directly optimizes for
the rendering/inference speed (Sec. 3).

Foveated PBNR. MetaSapiens also exploits characteris-
tics of human vision to improve performance (Sec. 4). Human
vision acuity is poor in the visual periphery [73], an opportu-
nity that has long been exploited: one can speed up rendering
by gradually reducing the rendering quality as the pixel ec-
centricity increases (i.e., as pixels are positioned more at
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the visual periphery) with impunity, a technique known as
Foveated Rendering (FR) [24, 51].
We introduce the first FR method for PBNR. We gradu-

ally reduce the number of points used for rendering as the
pixel eccentricity increases. The key is a data representation,
where points at higher eccentricies are purposely designed
to be a strict subset of the points at lower eccentricies. That
way, (most of the) parameters and computation are shared
when rendering different eccentricity regions, improving
performance and reducing storage requirements.
Equally important to improving performance is to main-

tain a high visual quality. To that end, we introduce a new
training method, which guides both pruning and periph-
eral quality relaxation (in FR) by explicitly modeling human
visual perception at different eccentricies. As a result, the
subjective visual quality is consistent across the visual field
and is aligned with the dense, non-FR model.

Architectural Support. While the two techniques above
readily provide about an order ofmagnitude speedup onGPU,
we co-design an accelerator architecture to further improve
the performance (Sec. 5). Aside from providing hardware
support for FR, the hardware addresses a key performance
bottleneck in PBNR exacerbated by FR: low hardware utiliza-
tion due to workload imbalance across tiles in a frame. Our
hardware mitigates this issue via 1) a dynamic tile merging
scheme that balances workloads across tiles and 2) incremen-
tally pipelining adjacent stages through line-buffering.
Result. We evaluate our method using both subjective

human studies and objective measurements of performance
and quality. Across 12 participants, the subjective rendering
quality of our method is statistically no-worse than that of
Mini-Splatting-D [18], a state-of-the-art PBNR method in
rendering quality. Compared to five state-of-the-art PBNR
methods, we out-perform all of them in both objective ren-
dering quality (by up to 0.4 dB in PSNR) and rendering speed
(by up to 7.4× on a mobile Volta GPU and 20.9× with our
hardware support).

The contributions of this paper are as follows:

• We propose an efficiency-aware pruning method for
PBNR that directly targets computational efficiency
rather than merely reducing point counts.

• We propose the first FR method tailored for PBNR; the
method is centered around a new data/point represen-
tation, which improves rendering performance with
little storage overhead.

• We introduce a training framework that incorporates
both pruning and FR while maintaining subjective
visual quality; the key is to explicitly model HVS and
use the model to guide training.

• We co-design an accelerator architecture, which ad-
dresses the load imbalance issue in PBNR and futher
improves performance.
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Fig. 1. Illustration of PBNR, which parameterizes the scene
with a set of points, each associated with a 3D Gaussian
distribution that gives rise to an ellipsoid. The ellipsoids are
projected to ellipses on the image plane, where the ellipses
are sorted (per tile, e.g., 2 × 2 pixels). The color of a pixel is
calculated by integrating the contribution of each intersect-
ing ellipse (e.g., a, c, d, e for p).

2 Background
Wefirst introduce the necessary background in PBNR (Sec. 2.1),
followed by the main characteristics of the Human Visual
System (HVS) and how they are used by Foveated Rendering
to improve rendering speed (Sec. 2.2).

2.1 Point-Based Neural Rendering
PBNR is a class of neural rendering techniques, exempli-
fied by the 3D Gaussian Splatting (3DGS) algorithm [34]
and its descendants [17, 18, 22, 40, 50]. Compared to pre-
vious neural rendering techniques, a.k.a., the NeRF-family
algorithms [8, 11, 46, 49, 69], PBNR is fundamentally more ef-
ficient (e.g., usually over 1,000 times faster), because it param-
eterizes the scene with discrete points (rather than voxels) to
avoid redundant computations and renders via a lightweight
rasterization-based process called splatting [57, 62, 79] rather
than the heavy MLP inference.
General PBNR Pipeline. We use 3DGS as a running

example to explain the general pipeline of PBNR, which
all PBNR algorithms follow. Fig. 1 illustrates the general
idea. Rendering starts with an offline-trained model, which
contains a set of discrete points (A–E) that represent the
scene. Each point is associated with an ellipsoid, whose three-
dimensional scales are determined by the 𝜎s of a 3DGaussian
distributions (hence the name Gaussian point). Each ellip-
soid has a set of trainable parameters, including the scales,
position, orientation, opacity, color distribution (which is
parameterized through Spherical Harmonics; SH).
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Given the trained points/ellipsoids, the online rendering
follows three steps: Projection, Sorting, and Rasterization.
Projection. Each ellipsoid is first projected/splatted to an

ellipse on the image plane1. In the example of Fig. 1, the
ellipsoids A–E in the scene are splatted to ellipses a–e on
the image plane. The goal is to identify, for each pixel tile
(e.g., 2 × 2), which ellipses intersect with the tile and thus
contribute to the pixel colors in the tile.

Sorting. For each tile, we sort all the intersecting ellipses
based on their depths to the image plane; that way, closer
ellipses can be integrated first when calculating pixel colors.
For instance in Fig. 1, ellipse c would be the closest.

Rasterization. Finally, we calculate the intersections of all
the ellipses in a tile with each pixel. The color of a pixel p is
then computed using the classic volume renderingmethod [33,
41, 45], which integrates the contribution of all the intersect-
ing ellipses from near to far:

p =

𝑁−1∑︁
𝑖=0

𝑇𝑖𝛼𝑖𝑐𝑖 , 𝑇𝑖 =

𝑖−1∏
𝑗=0

(1 − 𝛼 𝑗 ) (1a)

𝛼𝑖 = 𝑓 (opacity𝑖 , ..., pose) (1b)
𝑐𝑖 = 𝑔(SH0, ..., SH𝑛) (1c)

where 𝑁 is the number of ellipses intersecting p (i.e., a, c, d,
e in Fig. 1), 𝛼𝑖 is a function 𝑓 of various trainable parameters
of the 𝑖𝑡ℎ intersecting ellipse (e.g., opacity) and the camera
pose, and 𝑐𝑖 is the color of the 𝑖𝑡ℎ ellipse at the position of
intersection, which is calculated using the Spherical Har-
monics (SH) function 𝑔 with trainable coefficients SH𝑛 . We
refer readers to Kerbl et al. [34] for the details of 𝑓 and 𝑔.

2.2 Human Visual System and Foveated Rendering
Foveated Rendering. It is well-known that human visual
acuity drops as eccentricity increases, i.e., when objects are
placed more toward the visual periphery [73]. This is due to
a combination of larger pooling sizes [15, 58] and a sparser
photoreceptor distribution [14, 67] on the retina as the ec-
centricity increases. Foveated Rendering (FR) [24, 51] lever-
ages this natural fall-off in visual acuity to speed up render-
ing by relaxing the rendering quality in peripheral regions.
Fig. 2 illustrates an example where the visual content in
high-eccentricity regions could be altered without being no-
ticeable by users.
While in classic FR the peripherial rendering quality is

relaxed by lowering the resolution, neural rendering offers
another dimension: reducing the computational workload
of each pixel. This new dimension is possible because the
rendering load of each pixel is controlled by inferencing a
deep learning model, which offers many knobs for accuracy-
vs-speed trade-offs that have been extensively studied [9,
25, 30, 75]. For instance, one can train a smaller model for

1We use “points”, “ellipses”, and “ellipsoids” interchangeably: there is a
one-to-one mapping between them.

rendering the visual periphery [16]. This paper will explore
FR knobs unique to PBNR.

ModelingHVS. A key question in FR is to determine how
much quality to relax without introducing visual artifacts. It
is well-established that commonly used visual qualitymetrics
such as Peak Signal to Noise Ratio (PSNR) or Structural
Similarity Index Measure (SSIM) [29] do not account for the
eccentricity-dependent visual acuity drop in HVS [61, 68, 72]
and, thus, are inadequate for FR: an image with a low PSNR at
the visual periphery might not introduce visual artifacts. The
altered image in Fig. 2, when placed in the visual periphery,
is visually indiscriminable from the reference image.
This paper leverages an eccentricity-aware HVS Quality

(HVSQ) metric [72] inspired by classic neuroscience studies
about the human visual pathway [20]. Given a reference
image, an altered image, and the eccentricity of each pixel
(which depends on the display resolution and the eye-display
distance), HVSQ quantifies how similar the two images are
as viewed by humans; a lower HVSQ means more similar.
The principle behind the HVSQ metric is as follows. The

retina aggregates photoreceptor outputs in spatial regions,
called spatial poolings. In the image space, a spatial pooling
corresponds to a set of adjacent pixels (e.g., SP in Fig. 2). The
pooling size increases with eccentricity, usually quadratically.
Computational models on HVS [72] show that as long as the
statistics (mean and standard deviation) of the content in a
spatial pooling between two images are close, humans can
not discriminate between them. The statistics are calculated
in a feature space (as opposed to the pixel space) to emulate
the feature extraction in human’s early visual processing.
Computationally, the HVSQ of an altered image with re-

spect to a reference image is calculated as follows:

𝐻𝑉𝑆𝑄 =
1
𝑁

𝑁∑︁
𝑖=1

[ (
M(I𝑎𝑖 ) −M(I𝑟𝑖 )

)2 + (
𝜎 (I𝑎𝑖 ) −𝜎 (I𝑟𝑖 )

)2] (2)

where 𝑁 is the number of pixels in an image (each pixel has
a unique spatial pooling), I𝑟𝑖 and I𝑎𝑖 denote the features of
the 𝑖𝑡ℎ spatial pooling in the reference and the altered image,
respectively; M denotes arithmetic mean, and 𝜎 denotes
standard deviation.
Intuitively, the HVSQ metric calculates the average dis-

tance between the two images’ statistics across all the spatial
poolings. HVSQ makes intuitive sense: as pixel eccentricities
increase, the pooling sizes increase, which gives us more
“wiggle room” within a spatial pooling to manipulate pixel
values to match the feature statistics of the reference image.

3 Efficiency-Aware Pruning
This section introduces a pruning framework to speed up
PBNR. We first identify the root-cause why existing pruning
methods are ineffective (Sec. 3.1). We then propose two tech-
niques to address the root-cause: intersection-aware pruning
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Fig. 2. Pixels under the user’s gaze have low eccentricities,
where the human visual quality is the highest; the peripheral
pixels have high eccentricities where human visual acuity is
low. In peripheral regions, the visual stimulus (image) can
be altered without being discriminable from the reference
stimulus if the statistics of the image features are close, as
quantified by the HVSQ metric (Eqn. 2). SP: spatial pooling.

(Sec. 3.2) and scale decay (Sec. 3.3). Finally, we discuss how
these two techniques are combined together (Sec. 3.4).

3.1 Motivations
Speed. The performance of recent PBNR models is far from
real-time on mobile GPUs. Fig. 3 shows the FPS on the Mip-
NeRF 360 [8], Tanks&Temples [35], and Deep Belending [26]
dataset, measured on the mobile Volta GPU on Jetson Xavier
across five recent PBNR models [17, 18, 34, 40]. The data is
plotted as a standard boxplot to show the FPS distribution
across the 13 traces within the datasets.

3DGS [34] and Mini-Splatting-D [18] are two dense mod-
els and generally are the slowest. Much of recent work fo-
cuses on pruning: reducing the number of points in a PBNR
model [17, 18, 40]. While effective for reducing the model
size, these methods do not significantly speed up render-
ing. For instance, CompactGS, LightGS, and Mini-Splatting
in Fig. 3 are all pruned models; while generally faster than
dense models, they are still below real-time, especially for im-
mersive applications such as AR/VR, which would normally
require an FPS of 75–90 [3, 4, 6].

Why is Existing Pruning Insufficient? Existing prun-
ing methods focus on reducing the point count in a model,
which is ineffective for improving speed in PBNR. To quan-
tify this, Fig. 4 shows the inference latency (𝑥-axis) vs. point
count (left 𝑦-axis) of LightGS [17] (which prunes 3DGS [34])
trained on the bicycle trace in the Mip-NeRF 360 dataset at
different pruning levels (between 75% and 97%). The latency
reduction rate is slower than that of the point reduction rate.
The reason that reducing the point count is ineffective

for acceleration is because the computational costs associ-
ated with different points vary. Fig. 5 shows the intuition,

where there are two ellipses projected onto the image plane.
The smaller ellipse intersects with only two tiles whereas
the larger one intersects with eight. As a result, the larger
one is used in calculating more pixel colors and is naturally
responsible for more computation.
Therefore, what does impact the inference speed is the

number of tile-ellipse intersections. Fig. 4 shows the latency
vs. the average number of intersections per tile (right 𝑦-axis)
for each pruned LightGS model; the latency reduction rate
and intersection reduction rate match.

3.2 Intersection-Aware Pruning
The goal of our pruning is to judiciously reduce tile-ellipse
intersections without affecting the visual quality. The key to
our pruning is a metric that we call Computational Efficiency
(CE), which intuitively describes how much contribution a
point makes to pixel values per unit cost of compute. Intu-
itively, we would like to prioritize pruning points with low
CEs, as they consume a lot of computation without making
much contribution to pixel values. For every point 𝑖 in a
dense model, its CE is defined as:

CE𝑖 =
Val𝑖

Comp𝑖
(3)

Val𝑖 , contribution of a point 𝑖 to pixel values, is defined as
the number of pixels that are “dominated” by that point. A
pixel is dominated by a point if and only if that point, among
all the points, has the highest numerical contribution to the
pixel value during rasterization (Sec. 2.1). The numerical
contribution of a point 𝑖 is quantified by 𝑇𝑖𝛼𝑖 in Eqn. 1a.

Comp𝑖 , the compute cost of a point 𝑖 , which is ignored in
all existing pruning methods, is quantified by the number of
tiles that intersect and use (the ellipse of) that point, which
directly affects the rendering speed as established above.

In actual rendering, a point will be used in different frames
based on the camera pose. Thus, a point’s CE is frame-
specific; in extreme cases, a point could be outside the cam-
era’s viewing frustum and thus makes no contribution to
the image. We empirically find that the final CE of a point is
adequately measured by the maximum CE across all poses
(as opposed to the average, which is susceptible to dataset
bias) in the training set.
With this metric, during pruning we sort all the points

by their CEs and remove a certain portion of points with
the lowest CEs. How many points to remove must be done
in conjunction with controlling the quality of the pruned
model, which we will discuss in Sec. 3.4.

3.3 Scale Decay
Orthogonal to pruning points, another way to reduce tile-
ellipse intersections is to reduce the ellipse size/scale, which
we call “scale decay.” In particular, we want to focus on
scaling ellipses that are both large and are used by a lot of
tiles in rendering. To guide scale decay, we propose a metric
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Fig. 6. The procedure to obtain an efficient PBNR model
given a dense model. We iteratively apply pruning and re-
training with scale decay (guided by L in Eqn. 6) while
controlling for quality (L𝑞𝑢𝑎𝑙𝑖𝑡𝑦).

called Weighted Scale (WS) that weighs the point sizes with
how often they are used in rendering:

WS =
1
𝑁

𝑁−1∑︁
𝑖=0

S𝑖G𝑖 (4)

where 𝑁 is the number of points, S𝑖 is the scale of point 𝑖’s
ellipse (the maximum span of the ellipse in any direction).
Without G𝑖 , WS is simply the average scale of all points in a
model. G𝑖 weighs a point’s scale by how often it is used in
rendering, and is defined as:

G𝑖 = (U𝑖 > 𝑇 ) · (U𝑖 −𝑇 ) (5)

where U𝑖 is the number of tiles a point 𝑖 is used in rendering
and 𝑇 is a threshold; intuitively, if a point 𝑖 is used by fewer
than 𝑇 tiles, its scale is insignificant, in which case the G𝑖 is
0 so 𝑖 does not participate in calculating the average scale.
That way, the G term helps suppressing the scale of points
that are not only large but are also used often in rendering.

TheWSmetric is a generalmetric characterizing point/ellipse
scales in PBNR. We empirically find that it is particularly
effective when integrated into the training process as an
additional term to the loss function L, which ordinarily is
concerned only with the rendering quality (Lquality):

L = Lquality + 𝛾 ·WS (6)

where 𝛾 is a hyper-parameter governing how much scale
decay to apply.

3.4 Putting It Together
Pruning and scale decay are conceptually orthogonal, but,
importantly, scaling an ellipse’s size also changes its CE.
Thus, scale decay must be done in conjunction with pruning.
Fig. 6 illustrates the general procedure.
Given a dense model, we first compute the CE for all the

points, and repetitively prune a small percentage (𝑅 = 10%
in our implementation) of the points with the lowest CEs
until the quality loss (Lquality in Eqn. 6) is above a prescribed
threshold. We then train the pruned model again to regain
the quality, but using the composite loss L in Eqn. 6 in
order to apply scale decay. The re-training continues until
Lquality is once again below the threshold, at which point
we apply intersection-aware pruning again. We iteratively
apply pruning and scale decay in such a way until a certain
number of iterations is reached.

Note that Lquality is usually PSNR or SSIM but can be any
other quality metric of interest. In the next section we will
show howwe can use a human vision-inspired quality metric
to account for the eccentricity dependence of visual quality.

Our iterative procedure has two advantages. First, it com-
bines pruning and scale decay. Second, it does not require
quality-specific hyper-parameter tuning to achieve a spe-
cific visual quality: monitoring and controlling for L𝑞𝑢𝑎𝑙𝑖𝑡𝑦

automatically yield a model at a given quality.

4 Foveated PBNR
This section introduces a Foveated Rendering (FR) method
tailored to PBNR. We first describe the main idea and its
main challenges (Sec. 4.1). We then discuss an efficient data
representation that enables effective FR for PBNR (Sec. 4.2).
Finally, we describe how to train FR models leveraging the
efficiency-aware pruning discussed before (Sec. 4.3).

4.1 Main Idea and Challenges
We accelerate rendering by relaxing the rendering quality
at the visual periphery, leveraging the low peripheral visual
acuity in HVS. We illustrate the idea in Fig. 7, panel A .



ASPLOS ’25, March 30-April 3, 2025, Rotterdam, Netherlands Weikai Lin, Yu Feng, and Yuhao Zhu

11

13
10

12

16

18
17

15

19
6

14
7

8

5
4

1

2

3

9

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19
L4

L3
L2

L1

Gaussian points in 
the non-FR model

Points after 
subsetting

Point trainable parameters 
(     as an example; Opacity and 

SHDC are multi-versioned)
4

L1 L2 L3 L4

Opacity

SHDC

SHn>0

Position

Rotation

Scales

Shared

Shared

Shared

Shared

L4 Model 
(Lowest Quality)

L1 Model 
(Highest Quality)

L2 Model

L3 Model

Blend

Foveated Rendered Image

Reference/Ground-Truth Image

Equal visual 
quality!

No
 p

ar
am

et
er

s 
fo

r L
4 

as
 p

oi
nt

 
4 

is 
no

t u
se

d 
in

 th
e 

L4
 m

od
el

R1

R2

R3

R4

Gaze

Pr
oj

ec
tio

n

FR Pipeline

Fi
lte

rin
g

So
rti

ng

Ra
st

er
iza

tio
n

Bl
en

di
ng

A B

C

E

D

Fig. 7. The general idea of FR for PBNR. A : We train multiple models (four in this example), each with a different quality and
is responsible for rendering a different quality region in the image ( 𝑅1 – 𝑅4 ). The four quality regions are blended together
to generate the final image. The goal is for the FR-rendered image to have the same visual quality as the reference image (e.g.,
generated by a dense model) when judged by humans. B : Points in the original non-FR model. C : Our hierarchical point
representation to support compute- and data-efficient FR. We subset the points so that points used to train a higher-level
(lower quality) model are strictly a subset of that used by a lower-level model. The quality bound 𝑚 of a point is the highest
level that uses the point (e.g.,𝑚 = 3 for Point 4). D : To provide more flexibility for training, we selectively allow key trainable
parameters to differ across levels; these parameters are the opacity of a point and the Direct Current (DC) component of the SH
coefficients (SHDC). Other (trainable) parameters of a point are shared across all the levels that use the point (e.g., no parameter
in 𝐿4 for Point 4). E : The rendering pipeline augmented to support FR (augmentations in green).

Main Pipeline. As with prior FR work [16, 24, 51], we
divide an image into 𝑁 regions (4 in the example), each cor-
responding to a quality level and is rendered by a separate
model. The region currently under the user’s gaze has the
highest quality ( 𝑅1 here). Lower-quality regions are ren-
dered using lighter models, which are obtained by applying
pruning and scale decay (Sec. 3) to a high-quality model.

Panel E shows the rendering pipeline augmented to sup-
port FR — with two new stages (green). First, after projec-
tion we must filter each model’s points that are outside the
model’s quality region. Second, after each region is rendered,
we must blend the results together to avoid aliasing.

Blending is required in all FR algorithms [24, 51]. Due to
the quality difference across levels, there is a sharp, undesir-
able boundary between two adjacent levels in the rendered
image (a form of aliasing). To eliminate the boundary, a com-
mon technique is for each model to render slightly beyond
its assigned boundary; thus, pixels at the boundary will be
rendered twice and then are interpolated/blended to provide
a smooth transition between the two levels.

While this multi-model FR idea is conceptually simple, we
must address three challenges.
Challenge 1: Performance Overhead. FR can poten-

tially accelerate rendering because it reduces the amount of

rasterization work in low-quality regions. However, it has
two sources of performance overhead.
First, all 𝑁 models must go through the Projection and

Filtering stages. In our profiling, these two stages can take
up to 18% of the rendering time. Second, blending also adds
overhead. Empirically we find that about 25% of the pixels
are to be blended and, thus, rendered twice.

Challenge 2: Storage Overhead. FR could increase the
model size due to the need to store multiple models, exacer-
bating the storage pressure of PBNR models. For instance,
the bicycle scene in the Mip-NeRF 360 dataset [7] takes
about 1.4 GB of space when trained with 3DGS [34]; recent
pruning methods [17] reduce the model size of that scene to
about 490 MB, which is still large for mobile devices.

We address the first two challenges using an efficient data
representation, as we will discuss in Sec. 4.2.

Challenge 3: Controlling Quality. FR must be done in
a way that guarantees human visual quality — how do we
decide the amount of relaxation at each level? We describe
a training strategy to guarantee consistent human visual
quality across all levels, as described in Sec. 4.3.

4.2 Efficient Data Representation
To address both the performance and storage overhead, we
propose an efficient data representation that allowsmodels at
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Fig. 8. The overall architecture design. The the basic pipeline is similar to that of GSCore [39], a recent PBNR accelerator. We
augment the baseline to support FR (yellow-colored) and to address the workload imbalance issue in PBNR/FR (blue-colored).

different quality levels to share computation and parameters.
The key idea is that points used to train and render a lower
quality level are strictly a subset of the points used by a
higher quality level. Panel C in Fig. 7 illustrates how the
original points in Panel B are organized after subsetting.
Level 1 (𝐿1) model is trained with the most points and thus
would offer the highest quality, and Level 4 (𝐿4) model has
the fewest points and lowest quality.
Subsetting mitigates both the performance and storage

overhead, because the total number of points across all 𝑁
models, 𝑃𝑡𝑜𝑡𝑎𝑙 , is the same as that of the highest-quality
model, 𝑃1, rather than the sum of all 𝑁 models. That is,
𝑃𝑡𝑜𝑡𝑎𝑙 = max𝑁𝑖=1𝑃𝑖 = 𝑃1 <

∑𝑁
𝑖=1 𝑃𝑖 . As a result, there is no

storage overhead. The compute overhead is small too, since
the Projection and Filtering stages are executed only once,
rather than once for each of the 𝑁 models.
Under subsetting, each point is simultaneously used in

models [𝐿1, · · · , 𝐿𝑚], where 𝑚 is the highest level beyond
which the point is not used and is called the quality bound of
the point. For instance in Fig. 7,𝑚 = 3 for Points 4. During
the Projection stage, each point is projected to a tile, which
has a specific eccentricity and thus a corresponding quality
level 𝑡 . If 𝑡 > 𝑚, the point does not participate in the rest of
rendering. This is the Filtering stage in Panel E .

SelectiveMulti-Versioning. Practically, strict subsetting
is likely too restrictive in controlling the rendering quality
at different levels. This is because all the trainable param-
eters of a point would be fixed across all levels, so how a
point participates in calculating pixel colors (the 𝛼𝑖𝑐𝑖 term
in Eqn. 1a) is also fixed at any time. In reality, however, a
point’s contribution to pixel colors should vary depending
on the quality region the point is projected to, which varies
with the camera pose and the gaze position.

To relax this, we allow multi-versioning as illustrated in
panel D : a point can maintain 𝑚 (where 𝑚 is the quality

bound of the point) versions of some of its trainable parame-
ters, one version for each level the point is in. Empirically,
we allow four such parameters, i.e., the Opacity and the
Direct Current component of the SH coefficients (SH𝐷𝐶 );
these four parameters are empirically found to impact the
pixel colors the most. We will show in Sec. 7.4 that selective
multi-versioning is critical to maintain high visual quality.

4.3 HVS-Guided Training
The discussion so far has focused on performance, but equally
important to FR is the visual quality: how much weaker can
higher-level models be while maintaining subjectively good
visual quality across quality levels/eccentricies?

To answer this question, we turn to the HVSQ metric dis-
cussed in Sec. 2.2. The HVSQmetric quantifies the subjective
visual quality between a reference image (e.g., rendered from
a dense PBNR model) and an altered image (e.g., rendered
from a pruned PBNR model), accounting for the eccentricity-
dependent visual acuity of HVS. Conveniently, while the
vanilla HVSQ metric in Eqn. 2 is applied to an entire image,
it can be easily adapted to a selected region — by simply
iterating over the spatial poolings (pixels) in the selected
region rather than over the entire image.

That way, each quality region has a unique HVSQmeasure,
and our goal is to ensure the HVSQs across all quality levels
are similar to the HVSQ of the baseline model. To that end,
we first train the highest-quality, 𝐿1 model, which itself can
be pruned and scale-decayed from a dense model. We then
prune a 𝐿1 model to obtain a 𝐿2 model, which is pruned
down to obtain a 𝐿3 model; this continues until the desired
level is achieved. The way to obtain a 𝐿𝑖+1 model follows the
exact procedure as laid out in Sec. 3.4 (i.e., iteratively apply
pruning and re-training to a 𝐿𝑖 model while controlling for
the quality loss L𝑞𝑢𝑎𝑙𝑖𝑡𝑦) — with two key differences.
First, instead of using the usual PSNR/SSIM metrics, we

use HVSQ asL𝑞𝑢𝑎𝑙𝑖𝑡𝑦 in Eqn. 6. In particular, when obtaining
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a 𝐿𝑖 model we use the HVSQ corresponding to level 𝑖 . We
control for L𝑞𝑢𝑎𝑙𝑖𝑡𝑦 so that the HVSQ at all quality levels is
the same as that of 𝐿1 such that the human visual quality
is consistent across the entire visual field. Second, during
iterative re-training we do not apply scale decay, because an
ellipse scale is not part of the multi-versioned parameters.

5 Hardware Support
Complementing pruning and FR techniques, we propose an
accelerator to further improve the performance. We first
provide an overview (Sec. 5.1) and discuss how the hardware
addresses the low hardware utilization issue in PBNR, which
is exacerbated by FR (Sec. 5.2).

5.1 Overview
Our architecture is built on top of GSCore [39], a recent PBNR
accelerator without FR. The basic architecture is designed
to support the three PBNR stages discussed in Sec. 2.1. The
three stages are pipelined across different tiles in a frame.
Fig. 8 shows the pipelined architecture, with the colored
components denoting our augmentations. The top panel
in Fig. 10 illustrates the pipelining process (omitting the
Projection stage for simplicity).
Supporting FR. We propose two sets of hardware aug-

mentations to support the two new stages in FR (green in
panel E ). The augmentations are colored in yellow in Fig. 8.
First, during the Projection stage we must filter out points
that are not used to render a particular quality level. To that
end, we augment the Projection hardware to include a filter-
ing unit, which compares the quality bound𝑚 of a tile with
the current quality level 𝑡 of that tile, and pushes the tile to
the output buffer only if 𝑡 > 𝑚.

Second, FR requires blending across quality levels (Sec. 4.1).
We augment the Rasterization stage with a blending unit,
which takes the two colors of a pixel (rendered by twomodels
corresponding to the quality levels) and performs an inter-
polation. A small buffer is also needed to temporarily store
pixels before blending.

5.2 Addressing Load Imbalance
The Issue. With the augmentations above, the hardware can
functionally support FR, but faces low hardware utilization.
This is because the amount of work each tile requires is
severely imbalanced (recall a tile, like an instruction in a
conventional processor, is a basic unit for pipelining; Fig. 10).
The amount of work a tile involves can be quantified by

the number of tile-ellipse intersections. To quantify this im-
balance, Fig. 9a is a heatmap plotting the number of intersec-
tions each tile (16×16 pixels) has when rendering an image
in the Mip-NeRF 360 dataset using our FR model (with four
quality levels). The amount of intersections can vary by over
three orders of magnitude. In particular, most of the intersec-
tions are concentrated at the center, because the peripheral
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Fig. 9. Workload imbalance, quantified by the number of
intersections per tile, on the Mip-NeRF 360 dataset [8]. The
top and bottom notches in the boxplot represent data points
that are 1.5 Interquartile Range (IQR) above the third quartile
and below the first quartile, respectively.

tiles are rendered using pruned models, which have fewer
points. Fig. 9b is the boxplot showing large the distribu-
tion of intersections across all traces in the Mip-NeRF 360
dataset [8]; the imbalance issue is universal.

Load imbalance leads to frequent pipeline stalls. This is il-
lustrated by the top panel in Fig. 10, which shows the pipeline
dynamics when pipelining Sorting and Rasterization across
four imbalanced tiles. We propose two techniques to address
this issue: tile merging and incremental pipelining. The cor-
responding hardware components are blue-colored in Fig. 8.

Tile Merging. One way to balance the workload across
tiles is to merge tiles that have few intersections. This is
dealt with by the Tile Merge Unit (TMU) in the Sorting stage.
Conceptually, the TMU merges incoming tiles into a single
tile if the cumulative intersections is below a threshold 𝛽 .
The second panel in Fig. 10 shows an example where the
second and third tiles are merged, which reduces pipeline
stalls and improves performance.

The TMU has two stages. The first stage processes a Gauss-
ian point by incrementing its counter associated with a spe-
cific tile ID, storing the result in a temporal buffer. When
the accumulation for one tile is complete, its total count is
forwarded to the second stage, which continuously aggre-
gates incoming tiles, accumulates the intersection counts,
and compares the cumulative count against 𝛽 . If this thresh-
old is exceeded, a merged-tile is formed, where each consti-
tuting tile is augmented with a merged-tile ID, which is sent
along with the native tile ID to the sorting unit.
Incremental Pipelining. While Tile Merging reduces

the workload imbalances, it does not completely eliminate
pipeline stalls, because it is unlikely all the merged tiles have
exactly the same number of intersections.
To further enhance pipelining efficiency, we propose to

incrementally pipeline data between adjacent stages. In our
baseline PBNR accelerator, a double buffer is placed between
two adjacent stages; the consumer stage does not start until
the producer stage has finished processing the entire tile. Our
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Fig. 10. The baseline pipeline faces frequent stalls when
the workload is imbalanced across tiles. Tile Merging (TM)
and Incremental Pipelining (IP) mitigate the workload im-
balanced issue and improves the pipelining efficiency. With
IP, when the first sub-tile 𝑆11 in the 𝑆1 tile is available by the
Sorting stage it can be processed by the Rasterization stage.

idea is to break the workload of a tile into smaller sub-tiles
so that the consumer stage can start working on available
sub-tiles before the entire tile is ready from the producer
stage. This works because the workload of each pixel is inde-
pendent. This is akin to classic superpipelining in processor
design [47, 64]. The last panel in Fig. 10 illustrates the benefit
of incremental pipelining.

To support such an incremental computation, we replace
the double buffers between stages with line buffers (LB) [27,
28, 56, 71], which, under the surface, is a set of small SRAMs,
each of which buffers one row of pixels. Assume a 16×16 tile
size, once 16 rows are produced in the LB, the consumer can
starting using them. The line buffer can be small, since it has
to buffer only sub-tiles rather than entire tile.

6 Experimental Setup
FRTraining Procedure. Weuse four quality regions whose
eccentricity starts at 0°, 18°, 27°, and 33°, respectively, cor-
responding to about 13%, 17%, 21%, 49% of image pixels in
these four regions, respectively.

We use Mini-Splatting-D [18], the current-best in qual-
ity, as the baseline dense PBNR model. The 𝐿1 model is ob-
tained from the dense model through pruning and scale
decay as described in Sec. 3.4, with an iteration budget of
50,000, followed by another 5,000 iterations of fine-tuning
with HVSQ loss. The three lower-quality models are obtained
from their immediately higher-quality model as described
in Sec. 4.3, with a 7,500 iteration budget. Our training time
is roughly three times as much as that of the original, dense
model. Much of the slow down is because the HVS loss is
calculated using an open-source Python implementation [5],
which could be accelerated with a more efficient implemen-
tation in, e.g., CUDA.

Variants. Wedesign three variants of ourmethod, namely
MetaSapiens-H,MetaSapiens-M, andMetaSapiens-L, with

decreasing rendering quality. The 𝐿1 model in the three vari-
ants is pruned to have a PSNR of 99%, 98%, and 97% of that of
the dense model. The total model size of the three variants is
16%, 12%, and 10%, respectively, of that of the dense model.

Datasets. We evaluate three real-world datasets: Mip-
Nerf360 [8], Tanks & Temple [35], and DeepBlending [26],
which amounts to 13 traces in total. The camera poses in
the datasets are usually very sparsely populated, which is
not representative of the continuous rendering scenario (e.g.,
VR).We interpolate between the poses in the dataset to create
smooth trajectories, producing approximately 1,440 poses
for each trace, corresponding to a 16-second video at 90 FPS.
Hardware Implementation. We develop a RTL imple-

mentation of the accelerator, where the basic pipeline (the
uncolored in Fig. 8) is similar to GScore [39], with the re-
source allocation adjusted for a more balanced pipeline for
our workloads (8 Culling and Conversion Units, a single
Hierarchical Sorting Unit, and a 16×16 Volume Rendering
Core array). Our RTL design is implemented via Synposys
synthesis and Cadence layout tools in TSMC 16nm FinFET
technology. Each line buffer has a capacity of 1 KB, and the
double buffer before the sorting unit is 64 KB. The SRAMs are
generated by an Arm compiler. The DRAM is modeled after
four channels of Micron 16 Gb LPDDR3-1600 memory [1].
Overall, we have an area of 2.73 mm2. The volume Ren-

dering Core takes 63% of the total area, other stages occupy
the rest 30 %; the SRAMs comprise 7% of the total area. Our
area is larger than that of GScore (1.45 mm2), whose area is
scaled to 16nm using the DeepScaleTool [63]. We will show
in Sec. 7.5 that we outperform GScore even under the same
area when the latter is scaled up.

Baselines. We compare against five recent PBNR models:

• Dense PBNR models: 3DGS [34], which is the earliest
PBNRmodel, and Mini-Splatting-D [18], Mip-Spla-
tting [77], StopThePop [54], which are state-of-the-
art work that improve upon 3DGS.

• Pruned PBNRmodels: LightGS [17], CompactGS [40],
and Mini-Splatting [18]. The first two are pruned
from 3DGS and the last one is fromMini-Splatting-D.

We also compare with two FR methods applied to PBNR.
Both methods use the same quality-region division as in
our method. The first one is SMFR (Single-Model FR), which
uses a single dense PBNR model, which is the 𝐿1 model in
MetaSapiens-H, and randomly samples the points when
rendering lower-quality regions. It is effectively a strict sub-
setting version of ourmodel without selectivemulti-versioning.
The second one is MMFR (Multi-Model FR) [16], whose 𝐿1
model is the same as that of MetaSapiens-H and whose
higher-level models are pruned from its 𝐿1 model separately
(without subsetting). The number of points used in each level
in both methods matches that used in our method.
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Fig. 12. Ablation study teasing apart the impact of
various techniques. The FPS results are obtained on
Jetson Xavier and averaged over all traces.

User Study Procedure. To assess the subjective render-
ing quality of ourmethod, we perform a user study; the proce-
dure is approved by our Internal Review Board (IRB). We re-
cruited 12 participants (8 males and 4 females between 20 and
30 years old), all with normal or corrected-to-normal vision.
The scale of our user study is comparable with other research
in the field [16, 60, 65, 76]. We select four scenes from the
three datasets: bicycle, room, drjohnson, and truck, which
vary in both content and complexity. We then render the
scenes using our MetaSapiens-H and Mini-Splatting-D,
which, recall, is the current-best in rendering quality.

Since Mini-Splatting-D does not render in real-time on
amobile device, we use a workstation with an RTX 4090 GPU
to execute both models, both of which render smoothly at 90
FPS. The workstation streams, in real-time, the rendering to
a Meta Quest Pro headset, which has an eye tracker to track
the user’s real-time gaze.

We use the classic Two-Interval Forced Choice (2IFC) psy-
chophysical procedure [12, 52], which is commonly used
for evaluating the subjective quality of foveated render-
ing [16, 24, 60, 65, 72, 74, 76, 78] For each trace, we display
its rendering by the two methods on the headset in a random
order to each participant, with a 5-second rest interval in-
between. Each participant is then asked to pick which of the
two versions they prefer. Each trace is repeated eight times,
and the repetitions across traces are also randomized. The
entire experiment lasts about one hour for each participant.

7 Evaluation
We first show that the subjective rendering quality of our
method is statistically no-worse than Mini-Splatting-D
(Sec. 7.1). We then show that we provide a better speed-
quality trade-off than virtually all baselines on a mobile GPU
(Sec. 7.2); hardware acceleration improves the speed even
further (Sec. 7.3). We out-perform other FR methods (Sec. 7.4)
and a prior PBNR accelerator (Sec. 7.5).

7.1 Subjective Experiments.
Fig. 11 shows the average number of participants who prefer
the two methods for each video. A tie would be 4-vs-4, since
each video is watched eight times by each user. We find that
users either have no preference or prefer our method over
Mini-Splatting-D. The results are statistically significant
through a binomial test with 𝑝 < 0.01; the null hypothesis is
“users prefer Mini-Splatting-D more than 50% of the time”.

It might initially look surprising that we have equal or
better subjective quality than Mini-Splatting-D, a dense
model from which we prune and build our FR model. Further
inspection and interviewing participants show two reasons.
First, our HVS-aware fine-tuning (Sec. 6) better aligns the
statistics of human-sensitive features with the ground truth.
Second, some points in the dense model are trained with
inconsistent information across camera poses, leading to
incorrect luminance changes over time; pruning those points
helps alleviate this inconsistency.

7.2 GPU Results
We now show the performance results on the mobile Volta
GPU on Nvidia Jetson AGX Xavier [2], a representative mo-
bile device for use-cases such as VR. Fig. 13 shows the results.
We execute each model five times for each camera pose in
each scene in all the datasets, and report the average FPS.
To put the performance results in context, we compare

our variants with the baselines using three objective metrics,
PSNR, SSIM, and LPIPS, which provide good quality mea-
sures for the region under the user’s gaze and are commonly
reported in prior work. Using the objective metrics also
allows us to scale up the study to more traces.

Our three variants provide better speed-quality trade-offs
in virtually all metrics. Our slowest variant MetaSapiens-H
is 1.9× faster than the fastest baseline while having better or
similar objective quality. The fastest variant MetaSapiens-L
is 7.9× faster than 3DGS, and can be up to 19.8× on the
largest bicycle trace.
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Ablation Studies. We now ablate the contribution of
various performance-enhancing techniques. Fig. 12 shows
the FPS (left 𝑦-axis) and PSNR (right 𝑦-axis) under: 1) the
dense Mini-Splatting-D model, 2) MetaSapiens with only
scale decay (SD; Sec. 3.3), 3) MetaSapiens with SD and CE-
based pruning (Sec. 3.2), and 4) MetaSapiens with SD, CE,
and FR (Sec. 4).We use theMetaSapiens-Hmodel and obtain
the FPS/PSNR results on Xavier averaged over all traces.
The PSNRs for all the variants are similar. With a simi-

lar quality, our SD implementation achieves 1.6× speedup
compared to original dense model; CE-based pruning and FR
bring the speedup to 5.8× and 7.4×, respectively. CE reduces
the model size by 85%, and FR diminishes the pruning rate
only marginally to 84% owing to selective multi-versioning,.

7.3 Results with Hardware Support
Speedup. Our hardware support provides further perfor-
mance improvements. Fig. 14 shows the speedups over GPU
of: 1) the base accelerator (the uncolored in Fig. 8), 2) the
accelerator with only Tile Merging, and 3) one with both Tile
Merging and Incremental Pipelining. Each marker represents
one of the 13 dataset traces. We use the MetaSapiens-H
model for evaluation. Overall, even the base accelerator
achieves a 18.5× speedup (geomean), up to 24.8×, compared
to the GPU baseline across different datasets.

Table 1. Comparison of FR methods.

Methods FPS ↑ Storage (MB) ↓ HVS Quality (×10−5)↓
L1 L2 L3 L4

SMFR 125.9 (1×) 161.6 (1×) 2.12 10.1 21.7 28.3
MMFR 52.6 (0.42×) 311.0 (1.92 ×) 2.12 1.87 1.79 1.76

MetaSapiens-H 102.2 (0.81×) 171.8 (1.06×) 2.12 2.10 2.09 2.08

The introduction of Tile Merging consistently improves
performance, because tile merging mitigates the load im-
balance across tiles. On top of that, Incremental Pipelin-
ing completely addresses the load imbalance in FR. Overall,
MetaSapiens-TM-IP combines both techniques and achieves
an average 20.9× (up to 27.7×) speedup.

Energy Savings. We summarize the energy results. Our
base accelerator achieves a 54.4× energy reduction com-
pared to the GPU baseline. MetaSapiens-TM-IP improves
the energy saving to 56.8×; this is primarily because with in-
cremental pipelining we can afford to smaller SRAMs as line
buffers, which reduces the energy consumption of SRAMs.

7.4 Comparison with Other FR Methods
MetaSapiens also out-performs the two FR baselines. Tbl. 1
compares the FPS (on the mobile Volta GPU), storage re-
quirement, and the HVSQ metric across different quality re-
gions/layers. The results are averaged across all the datasets.

SMFR has been seen as a variant of our FR with strict
subsetting (no multi-versioning). Thus, it is the fastest, but
has excessively low visual quality, because it simply sub-
samples pre-trained points to render low-quality regions. Its
HVSQ in 𝐿4 is over 10× worse than the other two methods.
Users confirm that subjectively this gives the worst quality.
Our method selectively multi-versioned four trainable

parameters out of about 60 (Sec. 4.2 and D in Fig. 7), so
the additional storage requirement is small (about 6%). Note
that MetaSapiens-H already reduces the dense model size
to 16% as shown in Sec. 6.

MMFR can be seen as a variant of our FR that multi-
versions all parameters. It is thus the slowest of the three —
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its FPS is way below a 90 FPS real-time requirement, and has
the largest storage requirement. This is due to the compute
and storage overhead discussed in Sec. 4.1. Its HVSQ metrics
in higher levels (lower-quality regions) are better than that of
ours. Given that our method is already subjectively no-worse
than even a dense model (Sec. 7.1), this suggests that MMFR
unnecessarily optimizes for details that are imperceptible to
users, which we confirm with users.

7.5 Comparison with GSCore
Our accelerator is based on GSCore [39], but has a larger area
(Sec. 6). This is because our baseline hardware (uncolored
in Fig. 8) has 4× more Volume Rendering Cores compared
to that of GSCore with 2× fewer sorting unit to balance the
latency of different stages.

Fig. 15 compares the speedup over GPU and area between
our architecture (with TM and IP) and GSCore; both hard-
ware execute the MetaSapiens-H model on the flowers
scene. We proportionally scale both GSCore and ours based
on their own resource ratio. We consistently achieve higher
speedups with a slightly smaller area against GSCore. For
example, at an area of around 6 mm2, MetaSapiens out-
performsGSCore by 1.6×. The higher performance of MetaS-
apiens is from the effectiveness of TM and IP that avoid
stalling when pipelining over tiles. Our performance gain is
more significant as the area increases, because the workload
imbalance is more pronounced with a large amount of idle
resource.

8 Related Work
Foveated Rendering. The graphics community has long
exploited FR for real-time rendering [10, 13, 24, 32, 36, 37, 51,
66, 70]. Particularly relevant to our work, researchers have
started applying FR to neural rendering [16, 59, 60], such as
Fov-NeRF [16]. Our work differs from them in two key ways.
First, these methods exclusively focus on NeRF, whereas
we focus on PBNR, which is shown to be fundamentally
more efficient that NeRF. Second, some [16] use the multi-
model approach, similar to our MMFR baseline, which we
out-perform (Sec. 7.4). Our FR method uses subsetting with
selectively multi-versioning, addressing the performance
overhead of evaluating multiple models (Sec. 4.1).
While conventional FR uses heuristics (e.g., blurring) to

guide quality relaxation, recently researchers have investi-
gated more principled ways to model human perception for
quality relaxation [20, 72]. This work leverages such theo-
retical work and integrates it into the training framework to
demonstrate its practical utility.
Efficient PBNR. Almost all existing work optimizing

PBNR focuses on pruning, based on the observation that a
considerable amount of points can be pruned without im-
pacting the rendering quality. They usually do so by, e.g.,
explicitly training a mask to remove points [40] or sorting

points by their numerical contribution to pixel colors fol-
lowed by removing low-contributing points [17, 18, 22, 50].
People have also investigated non-pruning methods, such as
vector quantization [17] and distillation [40] techniques, to
compress PBNR models.
Our work differs from them in two key ways. First, we

show that point count is not indicative of performance; tile
intersections are (Sec. 3.1).We propose an intersection-aware
metric to guide pruning (Sec. 3.2). Second, we show an or-
thogonal technique, scale decay, that complements pruning
(Sec. 3.3) and can be performed in conjunction with pruning
to further achieve improve performance (Sec. 3.4).

Neural Rendering Accelerators. Significant work has
been done on accelerating neural rendering [19, 21, 38, 43, 44,
48, 55], but most of them focuses on NeRF, a variant of neu-
ral rendering that PBNR aims to out-perform. GSCore [39]
accelerates 3DGS, a particular PBNR model.
Our work differs from prior PBNR accelerators in two

ways. First, our hardware supports FR with minimal hard-
ware augmentations. Second, we identify and address the
load imbalance issue in PBNR, which is exacerbated by FR.

9 Conclusions
We achieve over an order of magnitude speedup over existing
PBNR models with no subjective quality loss through a user
study. The speedup comes from: 1) a pruning techniques
that directly optimizes for the compute-cost of PBNR, 2) FR
specialized for PBNR, and 3) hardware support addressing
the load imbalanced issue in FR-based PBNR.
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